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a b s t r a c t 

The influence of correlated scalar fluctuations on time-averaged laser absorption tomography measure- 

ments of temperature and species in a piloted turbulent premixed flame was examined using a cou- 

pled spectroscopic and fluid-dynamic analysis. To understand bias associated with turbulence, spatio- 

temporally resolved temperature and species mole fraction profiles predicted by large eddy simulations 

(LES) were used to synthetically generate time-resolved line-of-sight absorption measurements at short 

time scales (microsecond) to reflect the unsteady nature of a canonical jet burner across various trans- 

verse measurement planes. Inversion methods were employed on the time-averaged line-of-sight data to 

produce radially-resolved temperature and mole fraction profiles, analogous to those produced by laser 

absorption tomography performed on a time-averaged axisymmetric flowfield. It is shown that bias in the 

measurements compared to true time-averaged scalar fields is a function primarily of temperature depen- 

dence in absorptivity and non-zero correlation between temperature and species concentration scalars. A 

first-order correction to tomography measurements is proposed to account for the bias based on esti- 

mated correlations and the known spectroscopic parameters of the probed absorption transitions. 

© 2022 The Combustion Institute. Published by Elsevier Inc. All rights reserved. 
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. Introduction 

Turbulent combustion provides the primary method of 

hemical-to-thermal energy conversion in the power gener- 

tion and transportation sectors, and is expected to be the 

ominant conversion mechanism in aircraft and rocket propul- 

ion for the foreseeable future [1] . Despite the prevalence of 

urbulent combustion in practical energy conversion devices, 

redictive models remain limited. The extraordinarily small spatio- 

emporal scales of turbulent flames pose unique challenges for 

oth computational and experimental research seeking to in- 

rease combustion device performance. To better understand the 

nderlying combustion physics, canonical experimental config- 

rations (e.g., the Sydney/Sandia burners) have been developed 
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o

t

m

p

ttps://doi.org/10.1016/j.combustflame.2022.112210 

010-2180/© 2022 The Combustion Institute. Published by Elsevier Inc. All rights reserved
o examine turbulent jet flames [2] designed to provide data for 

odel validation under controlled conditions. In such experi- 

ents, flow-field measurements of thermochemistry (temperature, 

olecular species concentration) are desired, but are subject 

o a multitude of challenges, including rapid temporal fluctu- 

tions and multi-dimensionality of the flow-field which may 

ppear convoluted given a finite integration time and sampling 

oint/line-of-sight/view angle. Ultimately, flow-field data should 

e quantitative to directly compare with state-of-the-art reacting 

ow models, thus necessitating careful data interpretation when 

xamining turbulent flows. 

Owing to their high temporal resolution relative to gas 

ampling-based methods or thermocouples, optical diagnostics 

ave played a crucial role in the study of turbulent combustion 

ver the last four decades. With increasingly fast-response pho- 

odetectors and cameras, methods such as Rayleigh [3–6] and Ra- 

an [7–9] scattering, chemiluminescence imaging [10–12] , and 

lanar laser-induced fluorescence [13,14] have been employed to 
. 
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Nomenclature 

Subscripts and superscripts 
′ Fluctuating component of a variable 

¯ Time-averaged component of a variable 

ˆ Measured variable from two-line thermometry 

�
 Vectors 

Symbols 

αν Spectral absorbance at wavelength ν
κν Spectral absorption coefficient at wavelength ν
A j, proj Projected integrated absorbance area for a rovibra- 

tional transition j

K j Spatially-resolved integrated absorption coefficient 

for a rovibrational transition j

S j Temperature-dependent linestrength for a rovibra- 

tional transition j

ϕ j,ν Line shape function for a rovibrational transition j

I t Transmitted light intensity 

I 0 Incident light intensity 

l Spatial location along the line-of-sight 

L Total pathlength along the line-of-sight 

t Time instant 

τ Total time period for averaging 

P Total pressure 

L Temperature of the absorbing gas species 

X abs Mole fraction of the absorbing gas species 

P(y ) Projection function in Abel transform 

f (r) Radial function in Abel transform 

r Radial location 

R Radius of the flame 
�
 P Projection variable vector 

�
 f Radial variable vector 

A ATP Three Point Abel transform matrix 

L 0 1D discrete gradient matrix 

λ Regularization parameter 

R Ratio of integrated absorption coefficient between 

two spectral transitions 

ε First-order estimate of the correlation-induced bias 

ssess the flow-field structure and temperature in turbulent flames 

t time- and length-scales approaching those characteristic of 

any turbulent flows ( < 100 μm, < 100 μs). With appropriate cal- 

brations and/or an estimate of gas composition, these methods 

an also yield quantitative species concentration measurements 

15–17] . 

Although historically relatively weak in spatial resolution capa- 

ility owing to its line-of-sight measurement nature, laser absorp- 

ion spectroscopy (LAS) offers a highly quantitative and calibration- 

ree technique for non-intrusive species and temperature sens- 

ng [18] . Aided by advances in compact, portable, low-power, in- 

rared photonics, laser absorption tomography (LAT) has emerged 

s an imaging technique based on LAS which can readily pro- 

ide multidimensional distributions of gas properties in flames via 

ultiple line-of-sight spectrally-resolved laser absorption measure- 

ents [19] . In recent years, the technique has been applied in 

he mid-wave infrared to the reaction zones of lab-scale turbulent 

ames [20–23] , yielding quantitative and spatially-resolved time- 

veraged measurements of species and temperature, which can 

e compared against state-of-the-art turbulent combustion mod- 

ls [24] . 

While generally robust to composition variation and many dele- 

erious optical effects, such as thermal emission, particle scatter- 

ng (sooting), and window fouling, LAT requires the consideration 
2 
f two prominent sources of error when quantitatively interpreting 

ata collected from turbulent flames: (1) spectral distortion caused 

y line-of-sight integration through non-uniform thermochemical 

radients in the flow-field, and (2) biases in time-averaged spectra 

aused by correlated temporal fluctuations of flow-field tempera- 

ure and species concentration. These sources of error have histor- 

cally received treatment in the context of radio wave propagation 

ffected by atmospheric turbulence [25,26] , wherein the tempera- 

ure and concentration fluctuations are relatively small and optical 

ath-lengths are relatively large compared to those in turbulent 

ames. Flow-field non-uniformity (1) has been addressed previ- 

usly with regards to bias on laser absorption measurements [27–

2] , and recovery via multispectral absorption tomography [33–

7] . Accordingly, methods to either mitigate or quantify this type 

f measurement error have been developed and implemented for 

resumed steady or quasi-steady flow-fields. However, turbulent 

ames are highly unsteady, producing fluctuations in steep spatial 

hermochemical gradients at frequencies that often exceed the ef- 

ective measurement rates for laser absorption tomography. Time- 

veraging is commonly employed to increase absorbance signal- 

o-noise ratio and recover mean field properties. Time-averaging 

s also inherently required for optical configurations in which the 

ultiple lines of sight are not simultaneously acquired [36,38,39] . 

uch time-averaging of the absorption spectra introduces potential 

easurement error (2) owing to both the non-linear relationship 

f absorption linestrength with temperature as well as fluctuations 

n flow-field temperature and mole fraction. To mitigate this er- 

or, Emmert et al. [22] developed a fluctuation model to both es- 

imate and correct for the biases in time-averaged LAT measure- 

ents made in a swirled oxy-fuel coal combustor, comparing their 

orrected measurements with O 2 -CARS measurements in the flow. 

he authors assumed that fluctuations in temperature and species 

oncentration were independent, and that the temperature fluctu- 

tions could be described by a normal distribution, which was de- 

ermined by fitting an additional standard deviation parameter in 

he reconstruction process. However, in combustion, temperature 

hanges are highly correlated with the production of CO 2 and H 2 O, 

s well as both the production and consumption of CO, amongst 

ther species. In a prior paper investigating fuel effects in piloted 

remixed jet flames [24] , we have utilized large eddy simulations 

o quantify the potential error associated with correlated fluctua- 

ions of temperature and mole fraction of CO and CO 2 under spe- 

ific conditions; however, we stopped short of attempting to cor- 

ect for the biases. 

In this work we rigorously examine turbulence-induced biases 

n time-averaged line-of-sight absorption measurements, with the 

im of providing a broadly applicable framework to mitigate such 

iases and increase the accuracy of LAT measurements in turbu- 

ent flames. To do this, we leverage large eddy simulations to com- 

utationally perform synthetic laser absorption tomography on a 

imulated piloted premixed ethylene-air turbulent jet flame, pre- 

icting spatially-resolved temperature and concentration measure- 

ents in the flow-field. We then compare time-averaged measure- 

ents with mean values determined directly from the LES predic- 

ions and quantify the measurement biases with respect to corre- 

ated flow-field scalars and turbulence intensity. Notably, we de- 

elop a first-order correction for the measurement biases and char- 

cterize its performance over the range of turbulence intensities 

bserved in these flames. We examine the correction method as- 

uming a variety of different spectral transition pairs, and sug- 

est a line selection best suited for minimizing measurement er- 

ors in turbulent reacting flows. Lastly, we apply the correction 

ethod to experimental laser absorption tomography measure- 

ents made on a turbulent jet burner and compare with LES 

redictions. 
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Fig. 1. Left: 2D spectral absorption coefficient κν field for an instantaneous timestep 

t in a turbulent flame; Middle: 1D array of spectral absorbance αν calculated from 

κν integrated over pathlength L ; Right: αν as a function of wavenumber ν for sev- 

eral timesteps (gray) alongside time-averaged value (red). (For interpretation of the 

references to colour in this figure legend, the reader is referred to the web version 

of this article.) 
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. Theory and methods 

.1. Laser absorption spectroscopy 

Laser absorption spectroscopy (LAS) exploits resonance with 

iscrete energy modes of gas molecules to ascertain thermochem- 

cal properties of flow fields from light absorption [40] . The Beer- 

ambert law provides the spectrally-dependent absorbance αν in 

 gas medium along a line-of-sight l [cm] for a specific frequency 

[cm 

−1 ] as a function of the ratio of incident light, I 0 , and the

ransmitted light, I t , of a light source through the gas: 

ν = − ln 

(
I t 

I 0 

)
ν

= 

∫ L 

0 

κν(l) d l = 

∫ L 

0 

P S j (T (l)) X abs (l) ϕ j,νd l , (1)

here αν depends on the line-of-sight-integration of the spec- 

ral absorption coefficient, κν [cm 

−1 ], which is dependent 

n total pressure P [atm], temperature-dependent linestrength 

 j (T (l)) [cm 

−2 /atm] and lineshape function ϕ j,ν [cm] for spectral 

ransition j, mole fraction of absorbing species X abs (l) , and aggre- 

ate pathlength L [cm]. Although pressure is assumed constant, 

 (l) and X abs (l) have a spatial dependence on position l within the 

ggregate pathlength L , as the flow is not presumed to be spatially 

niform, which is shown in the left of Fig. 1 . 

In scanned-wavelength direct absorption spectroscopy 

scanned-DA), the laser light source is repeatedly modulated 

apidly in time across a wavelength interval encompassing one 

r more spectral transitions, allowing for the elimination of the 

ependence on spectral lineshape ( 
∫ ∞ 

−∞ 

ϕ j,νd ν = 1 ) [18] . This is 

specially advantageous for in-situ measurements of flames, as 

 j,ν is dependent on both T (l) and non-absorbing gas mixture 

omposition X(l) , which are not usually known a priori. A rep- 

esentative wavelength range encompassing two transitions of 

arbon monoxide is shown in the right of Fig. 1 . By integrating 

ver the wavenumber domain, the projected integrated absorbance 

rea A j, proj for a rovibrational transition j can be obtained as: 

 j, proj = 

∫ ∞ 

−∞ 

ανdν = 

∫ L 

0 

K j d l = 

∫ L 

0 

P S j (T (l)) X abs (l)d l , (2)

here K j [cm 

−2 ] is the spectrally-integrated absorption coefficient 

or a rovibrational transition j, and is obtained by integrating κν

ver the wavenumber domain of that transition. K j and κν are 

nalogous to A j, proj and αν , respectively, with the former pair cor- 

esponding to local quantities associated with the differential path- 

ength d l, while the latter pair corresponds to the path-integrated 

uantities over the aggregate pathlength L . These latter quantities 

re directly calculated with the intensity values measured by de- 

ectors in an experiment, while the former quantities must be in- 

irectly determined, as discussed in the next subsection. 
3 
.2. Time-averaged laser absorption tomography 

Equations (1) and (2) hold for steady or unsteady flowfields. 

owever, turbulent flames are highly unsteady with temporal fluc- 

uations on the order of 1–10 kHz. For such flows, time-averaging 

ay be used by necessity or by desire to recover mean proper- 

ies. In this case, the Beer-Lambert law can be written in a time- 

veraged form over a time period τ : 

ν = 

1 

τ

∫ τ

0 

αv (t)d t = 

∫ L 

0 

κν(l)d l , 

= 

1 

τ

∫ τ

0 

∫ L 

0 

κν [ T (t, l) , X abs (t, l )]d l d t , (3) 

here αν and κν (l) are the measured time-averaged spectral ab- 

orbance and spatially-resolved time-averaged spectral absorption 

oefficient along the line-of-sight, respectively. Examples of instan- 

aneous and time-averaged absorbance spectra through a simu- 

ated turbulent flame are shown in the right panel of Fig. 1 . 

Similarly, the time-averaged integrated absorbance area A j, proj 

an be obtained by integrating the time-averaged spectra over the 

avenumber domain: 

 j, proj = 

∫ ∞ 

−∞ 

ανdν= 

∫ L 

0 

K j (l )d l = 

∫ L 

0 

P S j (T (l )) X abs (l ) d l , (4) 

here the total pressure is assumed to be constant and K j (l) is 

he spatially-resolved time-averaged integrated absorption coeffi- 

ient along the line-of-sight. 

In time-averaged LAT, the spatial profile of the average ab- 

orption coefficient κν or K j is determined from averaged pro- 

ected measurements αν or A j, proj using tomographic reconstruc- 

ion methods. To simplify the analysis, we assume the time- 

veraged flowfield is axisymmetric and steady, and therefore one- 

imensional tomographic reconstruction methods can be applied. 

e further focus on the spectrally integrated absorption A j, proj and 

 j to eliminate the complex nonlinear dependence of the line- 

hape function on flow composition and temperature. It should be 

oted that the simplified 1D analysis and subsequent first-order 

orrection (discussed in Section 2.4 ) can be extended in theory to 

D non-axisymmetric flowfields [41] . Under the axisymmetric as- 

umption, the projected absorbance area measurement can be de- 

cribed by the well-known Abel transform as a line-of-sight inte- 

ration over the flame with radius R : 

(y ) = 2 

∫ R 

y 

f (r) r √ 

r 2 − y 2 
dr , (5) 

here P(y ) is the measured time-averaged projected absorbance 

rea A j, proj (y ) at a given distance from the flame center y and f (r)

s the radial distribution of the time-averaged spectrally-integrated 

bsorption coefficient K j (r) . 

In practice, Abel inversion is implemented numerically [42] ; the 

ame region is divided into equally spaced annular rings and the 

adial distribution f (r) is approximated by a quadratic function 

ear radius r using the Abel 3-point (ATP) method [43] . Under this 

pproximation, Eq. (5) can be written in terms of a system of lin- 

ar equations represented by 

 ATP 
�
 f = 

�
 P , (6) 

here � f = [ f 0 , f 1 , . . . f N−1 ] 
T and 

�
 P = [ P 0 , P 1 , . . . P N−1 ] 

T contain val-

es of K j (r) and A j, proj (y ) , respectively, at every radial location. To 

ddress the inherently ill-conditioned nature of the projection ma- 

rix A ATP , we adopted Tikhonov regularization [42] to find the ra- 

ial distribution f (r) from a least-squares solution: 

�
 f λ = arg min 

∥∥∥∥
[

A ATP 

λL 0 

]
�
 f −

[
�
 P 

0 

]∥∥∥∥ (7) 
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Fig. 2. Instantaneous flowfields for CO mole fraction (top) and temperature (bot- 

tom) predicted by the LES at t = 0 ms (left), t = 1 ms (middle), and mean values 

over 5 ms (right), at a flame height of x/D = 12 . 5 . 
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here L 0 is a discrete gradient matrix that characterizes the 

moothness of the solution; λ is the regularization parameter that 

ontrols the relative importance of the accuracy and smoothness of 

he solution and a suitable regularization parameter is determined 

rom the L -curve method [42,44] . The technique described above 

nables the reconstruction of the radial profiles of integrated spec- 

ral absorption coefficient, K j (r) , from the measured time-averaged 

rojected absorbance areas, A j, proj (y ) . For multiple transitions j

canned, multiple K j (r) can be determined, the ratios of which can 

e expressed as a ratio of linestrengths and thus a function of tem- 

erature only, as shown by the following equation [18] : 

 (r) = 

K A (r) 

K B (r) 
= 

P ˆ X abs (r) S A ( ̂  T (r)) 

P ˆ X abs (r) S B ( ̂  T (r)) 
= 

S A ( ̂  T (r)) 

S B ( ̂  T (r)) 
= f ( ̂  T (r)) , (8) 

here S j (T ) can be calculated using information readily available 

n spectral databases [45] , thus enabling the quantitative determi- 

ation of an inferred temperature ˆ T . After ˆ T has been determined, 

he inferred mole fraction of the absorbing species ˆ X abs can be ob- 

ained using the following relation for the known pressure P : 

ˆ 
 abs (r) = 

K j (r) 

P S j ( ̂  T (r)) 
, (9) 

mplicit in these final calculation steps is that the inferred tem- 

erature ˆ T and mole fraction 

ˆ X abs determined from time-averaged 

bsorption coefficients are also the true time-averaged values, T 

nd X abs . However, as we will show and discuss further, correlated 

emperature and mole fraction fluctuations may bias such an in- 

erence. Generally, this is because the measured time-averaged ab- 

orption coefficient K j does not necessarily equal the absorption 

oefficient based on time-averaged temperature and mole fraction; 

hat is, K j (T , X abs ) � = K j 

(
T , X abs 

)
. The key factors driving this bias 

re examined through a first-order analysis in Section 2.4 and via 

umerical simulations of turbulent jet flames in Section 3 . We next 

escribe the detailed turbulent flame simulations used to make 

uch an assessment. 

.3. Large eddy simulations 

The turbulent flame configuration examined here is based on 

he canonical Sydney/Sandia burners [5,11,46] , wherein a piloted 

remixed jet flame is thermally insulated by a hot co-flow so 

hat turbulence-chemistry interactions can be investigated while 

emoving other complexities arising from heat losses and entrain- 

ent effects. This subsection describes our methods for both simu- 

ating and analyzing the flowfield scalars produced by this canon- 

cal experimental configuration in the context of simulated laser 

bsorption tomography measurements. 

To obtain flowfield quantities that capture correlated fluctu- 

tions based in combustion physics, reacting LES are performed 

o predict the temporally- and spatially-resolved temperature and 

ole fraction fields of a piloted premixed turbulent flame fu- 

led by ethylene (C 2 H 4 ) and air at a fuel-air equivalence ratio of

= 0 . 55 , surrounded by a hot co-flow of H 2 -air products at ap-

roximately 1500 K. The details of the simulations are provided 

n previous work [24] , but key aspects of the numerical setup 

re briefly reviewed here for reader clarity. The turbulent react- 

ng flowfield is obtained as solution to the Favre-filtered conserva- 

ion equations for mass, momentum, total energy, and species [24] , 

nd the turbulent combustion is modeled using a finite-rate chem- 

stry model. For the subgrid-scale turbulence-chemistry interac- 

ion, the Vreman model [47] is used to represent the turbulent 

ubgrid stresses, and the dynamic thickened-flame model [48] is 

mployed with a maximum thickening factor of 3. The source term 

f CO is used as a sensor in which the maximum net production 

ate of CO in a free flame simulation is employed as a threshold 

or the activation of the thickened-flame model [24] . 
4 
A finite-volume formulation is employed to discretize the gov- 

rning equations [49,50] . The convective fluxes are discretized us- 

ng a hybrid method, which combines a central scheme with a 

econd-order essentially non-oscillatory scheme. A simpler split- 

ing scheme is employed to separate the convection, diffusion, 

nd reaction operators [51] . A strong stability-preserving 3rd-order 

unge-Kutta (SSP-RK3) scheme [52] is used for time-integration of 

on-stiff operators, and the reaction chemistry is integrated using 

 semi-implicit Rosenbrock-Krylov scheme [51] , having a computa- 

ional cost that scales linearly with the number of species in the 

echanism. 

The chemical kinetic mechanism employed in these simula- 

ions, based on USC Mech II [53] , is DRG-reduced [54] and vali- 

ated against calculations [55] of 1D laminar flames with S L , tem- 

erature profiles, and major species profiles as reduction targets, as 

escribed in previous work [24] . The performance of this reduced 

echanism with respect to species profiles in laminar flames, lam- 

nar flame speed, and ignition delay is also described in further 

etail in prior work [24] . 

The dimensions of the three-dimensional computational do- 

ain are 0.35 m × 0.26 m × 2 π in the axial, radial, and az- 

muthal directions, respectively. The grid uses 401 non-uniformly 

istributed points in the axial direction, concentrated in the vicin- 

ty of the injection plane to ensure sufficient resolution of the tur- 

ulent shear layer. The axial resolution directly downstream of the 

njection plane has a mesh resolution of 93 μm with a growth 

atio of 0.65% for the domain within the first two jet diameters 

ownstream of the inlet. The radial direction is discretized with 

25 points, clustered in the shear layers between the streams of 

he central jet, the pilot flame, and the hot co-flow, while 160 

oints are used for the circumferential resolution. At the inlet of 

he jet stream, a turbulent velocity profile is applied, with turbu- 

ent fluctuations prescribed to match the experimentally measured 

elocity field. For the co-flow and pilot streams, the velocity corre- 

ponding to the burnt products along with the adiabatic chemical 

quilibrium temperature and composition is prescribed. 

The LES computations provide spatially-resolved instantaneous 

hermochemical properties (temperature, mole fractions) for the 

 2 H 4 -air turbulent flame under investigation. Representative in- 

tantaneous planar flowfields for CO and temperature predicted 

y these simulations for the jet flame are shown in Fig. 2 . For

omparison with the experimental laser absorption tomography 

easurements—which represent time- and azimuthally-averaged 

hermochemistry—the simulations are run for five convective flow- 

hrough times, and averaged flowfield results are obtained by av- 

raging both in time and in azimuthal direction. For each flame, a 

ubset of time-resolved (subsampled at �t = 7 μs) instantaneous 

hermochemical profiles along a single line of sight at various x/D 

ere used for quantifying the influence of correlated variable fluc- 
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Fig. 3. Representative time histories of the correlation term for the plane of x/D = 

12 . 5 . 
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uations on the LAT measurements, as described in the next sub- 

ection. 

.4. First-order analysis and correction 

As discussed, turbulent flames are highly unsteady reacting 

owfields with temporal fluctuations on the order of 1–10 kHz, 

ecessitating time-averaging for most scanned-wavelength absorp- 

ion techniques. It is desirable to compare measurements of tur- 

ulent flame thermochemistry with predictions offered by state- 

f-the-art models; however, the measured and simulated quan- 

ities must be directly comparable. In this study, we seek to 

ompare time-averaged measurements of spatially-resolved ther- 

ochemistry based on laser absorption tomography with time- 

nd azimuthally-averaged predictions by large-eddy simulations. 

urbulence-induced thermochemical fluctuations in both the ex- 

eriments and numerical simulations—particularly those resulting 

n correlated flowfield scalars [56] —can influence our ability to 

ake direct comparisons of these averaged values. To assess the 

agnitude of these influences and establish a basis for a first-order 

orrection, we decompose the instantaneous absorption coefficient 

 j in Eq. (2) into its mean and fluctuation, K j and K 

′ 
j 
, respectively: 

 j = K j + K 

′ 
j = P 

(
a T + aT ′ + b 

)(
X abs + X 

′ 
abs 

)
(10) 

here the temperature-dependent linestrength S j (T ) is expressed 

ia a first-order Taylor expansion S j (T ) = aT + b, and mole fraction

and temperature T are each decomposed into their mean ( X and 

 ) and fluctuation ( X ′ and T ′ ) values. Although S j (T ) is typically

onlinear with temperature [40] , this expression illustrates the in- 

uence of correlated flowfield scalars on the time-averaged mea- 

urement. We can take the mean of Eq. (10) and assume that the 

ean of each fluctuation is zero to obtain: 

 j = P S j 
(
T 
)
X abs + aP T ′ X 

′ 
abs 

(11) 

here a is the slope of the linestrength with respect to tempera- 

ure at the averaged temperature, ∂ S j (T ) /∂ T | 
T 

. In Eq. (11) , T ′ X ′ 
abs 

epresents the time-averaged correlation between the turbulent 

uctuations in temperature and mole fraction, which cannot be as- 

umed as zero if T ′ and X ′ 
abs 

are not independent. Although we 

ave ignored higher-order terms in the Taylor expansion of the 

on-linear S j (T ) , Eq. (11) clearly shows that in turbulent flows 

here T ′ X ′ 
abs 

is expected to be large, 

 j (T , X abs ) � = K j 

(
T , X abs 

)
(12) 

Although experimentally determined values of K j determined 

y LAT of turbulent flames are convoluted by correlated scalars, 

e can use the second term in Eq. (11) to predict—to a first- 

rder estimate—measurement biases in the turbulent flame based 

n spatio-temporally resolved X abs and T provided by LES predic- 

ions. For any point (x, r) in the turbulent flowfield, we can define 

(x, r) , a first-order estimate of the measurement bias in K j (x, r) 

aused by correlated fluctuations of temperature and mole fraction, 

rom Eq. (11) : 

(x, r) = aP T ′ X 

′ 
abs 

= 

∂S j (T ) 

∂T 

∣∣∣∣
ˆ T 

· P · 1 

τ

∫ τ

0 

T ′ X 

′ 
abs dt (13) 

he partial derivative of temperature-dependent linestrength with 

espect to temperature, ∂S j (T ) /T | ˆ T 
, can be determined using in-

ormation in spectral databases, and is evaluated numerically at 

he uncorrected inferred temperature ˆ T determined using Eq. (8) . 

quation (13) provides a first-order correction for the measure- 

ent bias in K j caused by T ′ X ′ 
abs 

. Example time-histories of T ′ X ′ 
abs 

t particular locations (x, r) in the flowfield of the turbulent jet 

ame are shown in Fig. 3 for the target absorbing species, CO, 
5 
herein the cumulative averages of T ′ X ′ 
abs 

are plotted as a function 

f time over a 5 ms interval using Eq. (13) . It can be seen that as

he simulation time interval τ increases, T ′ X ′ 
abs 

approaches a con- 

tant value with which we can estimate the measurement bias in 

 j . 

. Results and analysis 

This section describes the resulting measurement bias for the 

forementioned turbulent jet flame, using the methods presented 

n the previous section, as well as analysis of a first-order cor- 

ection. The laser absorption analysis is performed using a group 

f P-branch transitions from the fundamental vibrational band of 

arbon monoxide near 5 μm; pairs of these transitions have pre- 

iously been used for thermometry in flames [20,57] . First, we 

emonstrate the turbulence-induced bias in a simulated local spec- 

ra based on the time history of mole fraction and temperature 

uctuations from the LES results. Then, we quantify the sensitiv- 

ty of the turbulence-induced bias in simulated absorption mea- 

urements of mole fraction and temperature to varying inten- 

ity of radially-resolved T ′ X ′ 
abs 

. Additionally, we apply the first- 

rder correction provided by Eq. (13) on the simulated absorption 

ata, using T ′ X ′ 
abs 

provided by LES predictions to produce spatially- 

esolved T and X abs which are closer to the true means predicted 

y LES. We examine the influence of spectral transition choice on 

he bias and the performance of the first-order correction. Lastly, 

e apply the first-order correction to real measurements on a tur- 

ulent jet burner and compare to LES predictions of the same 

ame. 

.1. Effect of correlated scalar fluctuations 

It is important to first recognize that turbulence-induced ther- 

ochemical fluctuations in turbulent flames exhibit correlated 

owfield scalars [56] and the manner in which this affects spectral 

ata. To demonstrate the influence of this correlated fluctuation on 

he local spectra, the absorption coefficient of two carbon monox- 

de transitions near 2060 cm 

−1 is simulated using a representative 

-ms time history of temperature and CO mole fraction from re- 

cting flow Large Eddy Simulations as shown in Fig. 4 . Notably, the 

oomed inset reveals a clear positive correlation between temper- 

ture and CO fluctuations at this location. 

First, an instantaneous spectral absorption coefficient, 

ν [ T (t) , X abs (t)] , is simulated at every time step ( �t = 7 μs),

nd the time-averaged spectral absorption coefficient κν is subse- 

uently determined using Eq. (3) and is shown as a solid line in 

ig. 5 . Additionally, the spectral absorption coefficient based on the 

ime-averaged temperature T and mole fraction X abs , κν [ T , X abs ] , is 

imulated and shown as a dashed line in Fig. 5 . The time-averaged 

pectral absorption coefficient κν , representing a simulated LAT 
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Fig. 4. Representative time history of the LES-predicted temperature and CO mole 

fraction with a correlation of T ′ X ′ 
CO 

= 1 . 87 K at a location in the flame correspond- 

ing to x/D = 12 . 5 and r/D = 0 . 5 . Dashed lines indicate the time-average values. 

Fig. 5. Spectral absorption coefficient κν for the P(0,20) and P(1,14) transitions of 

CO assuming time-averaged values (solid line) and assuming time-averaged values 

of X CO and T (dashed line), with corresponding residual below. 

m

l

P

s

w

b

A

K

b

e

t

f

m

N

s

t

t

t

fl

3

t

m

L

t

F

f  

Fig. 6. Radial profiles of the correlation term ( left ) and corresponding biases in ab- 

sorption coefficients K j ( right ) for the plane at x/D = 12 . 5 . 

Fig. 7. Radially-resolved values of ˆ X CO calculated by Eq. (9) using the multiple pro- 

files of K j shown in Fig. 6 and the corresponding temperatures ˆ T shown in Fig. 7 in 

the x/D = 12 . 5 plane. 
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easurement, is significantly different from the spectral simu- 

ations performed assuming time-averaged conditions. For the 

(0,20) CO transition, the absorption peak of the time-averaged 

imulation is 20% lower than that of the simulation performed 

ith time-averaged conditions and the overall lineshape is also 

roader. The opposite bias is observed for the P(1,14) transition. 

ccordingly, the time-averaged integrated absorption coefficient 

 j will also be biased by the time-averaging, which will lead to 

iased temperature and mole fraction results if two-line thermom- 

try is directly applied. This biasing effect is a result of the strong 

emperature dependence of the linestrength S j (T ) and lineshape 

unction ϕ j,ν , and the correlation between the temperature and 

ole fraction fluctuations T ′ X ′ 
abs 

, as mentioned in Section 2 . 

otably, the fluctuation of species with temperature will bias the 

pectra to reflect a temperature that is more often exhibited at 

imes when the absorbing species number density is high. As such, 

emperature ˆ T and mole fraction 

ˆ X abs determined from two-line 

hermometry can be clearly biased from the actual time-averaged 

owfield temperature T and mole fraction X abs . 

.2. Effect of correlation magnitude 

Here, we further examine the influence of the magnitude of 

he correlated fluctuations in flow-field scalars on the measure- 

ent bias in 

ˆ T and 

ˆ X abs by scaling the flow-field fluctuations of the 

ES predictions about the spatially-resolved mean values by mul- 

iple magnitudes and measurement locations, shown in the left of 

ig. 6 . Case 1 represents the radial distribution of T ′ X ′ 
abs 

directly 

rom LES simulation at plane x/D = 12 . 5 . Cases 2 and 3 repre-
6

ent synthetic profiles created by scaling Case 1 by factors of 2 

nd 3, respectively. Additionally, the radial distribution of T ′ X ′ 
abs 

t plane x/D = 17 . 5 is also plotted to demonstrate the correlation 

evel across the flow field. Generally, the radial profiles have a sim- 

lar distribution with a positive correlation near the center of the 

ame and a negative correlation in the outer region. As the axial 

ocation increases, the peak correlation location moves towards the 

ame center and the peak value decreases. 

1 D profiles of time-averaged projected absorbance area A j, proj 

re generated using Eq. (4) based on time histories of temperature 

nd mole fraction in each case, which are then Abel-inverted to de- 

ermine the time-averaged K j for two representative ro-vibrational 

ransitions of CO, P (0 , 31) and P (1 , 26) . The corresponding radially-

esolved profiles of K j are shown in the right of Fig. 6 alongside K j 

alculated using the ‘true’ T and X abs predicted by the LES. 

It can be noted that increasing the magnitudes of T ′ X ′ 
abs 

has a 

roadening or dispersion effect on the radial profiles of K j , partic- 

larly for the P(0,31) ro-vibrational transition. The peak values of 

 j decrease, while the steepness of the gradients on either side of 

he peaks reduce, especially near the centerline of the flow-field. 

lthough the effect on each K j relative to their true K j appears 

mall overall, the ratios of K j for each ro-vibrational transition—

articularly at certain radial positions—are more significantly af- 

ected, rendering a pronounced influence on the temperature de- 

ermined using Eq. (8) , as can be seen in Fig. 7 . 

Absolute deviations in temperature from the ‘true’ value, | ̂  T −
 | , approach 200 K in the outer regions of the flame, and nearly 

00 K in the centerline of the flame for Case 3 (with the high- 

st correlated fluctuations). Notably, the correlation term T ′ X ′ 
abs 

pproaches zero around r/D = 0 . 8 , which corresponds to the ra- 
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Fig. 8. Calculated values of K j 
(
T , X abs 

)
using time-averaged thermochemical data 

predicted by LES alongside the time-averaged values of K j in the plane at x/D = 

12 . 5 for synthetic linear lines. 

d

a

i

e

E

a

a

r  

‘

t

t

U

t

o

3

i

s

t

p

e

f

t

v

a

t

f  

a

i

s

a

a

t

c

t

T

fi

t

p

s

Fig. 9. Time-averaged temperature T and CO mole fraction X CO predicted by LES 

alongside the uncorrected and corrected values ˆ T and ˆ X CO in the plane at x/D = 12 . 5 

using synthetic linear lines. 
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Table 1 

Spectroscopic parameters of the selected transitions in this 

work. 

Line Pair Line Freq. E ′′ S (296 K) 

( v ′′ , J ′′ ) [cm 

−1 ] [cm 

−1 ] [cm 

−2 /atm] 

A P(1,14) 2059.91 2543 2.64 ×10 −6 

P(0,20) 2060.33 806 8.76 ×10 −1 

B P(1,26) 2006.78 3478 5.20 ×10 −6 

P(0,31) 2008.53 1901 6.62 ×10 −3 

C P(1,26) 2006.78 3478 5.20 ×10 −6 

P(0,20) 2060.33 806 8.76 ×10 −1 
ial location where inferred temperature ˆ T and mole fraction 

ˆ X CO 

re not biased from the time-averaged values T and X abs . This 

s because when the term T ′ X ′ 
abs 

approaches zero, absorption co- 

fficients K j are not biased based on the first-order analysis of 

q. (11) , i.e. K j (T , X abs ) ≈ K j 

(
T , X abs 

)
. Additionally, the first-order 

nalysis is also able to provide the direction change of the bias 

round r/D = 0 . 8 based on the sign of the correlation term T ′ X ′ 
abs 

. 

The effect on mole fraction is less pronounced, as shown in the 

ight Fig. 7 , owing to its linear relationship with K j . Both the peak

measured’ mole fraction 

ˆ X as well as the values of ˆ X near the cen- 

er of the flame are systematically lower than the ‘true’ mole frac- 

ion X , while the outer regions of the flame are much less affected. 

nlike for the simulated 

ˆ T , the severity of the correlated fluctua- 

ions does not readily distinguish the mole fraction profiles from 

ne another. 

.3. Demonstration of the first-order correction 

Here, we demonstrate the first-order correction developed 

n Section 2.4 based on two synthetic transitions with as- 

umed perfect linear temperature dependencies, to correct for the 

urbulence-induced biases in temperature and species shown in 

revious sections. The synthetic linear lines are generated by lin- 

arly fitting the P(0,20) and P(1,14) ro-vibrational transitions of the 

undamental bands of carbon monoxide [57] over the range be- 

ween 500 K and 1600 K, as shown in the left of Fig. 8 . 

The corresponding time-averaged profiles of K j for each ro- 

ibrational transition based on Case 1 (discussed in Section 3.2 ) 

re shown in the right of Fig. 8 alongside values of the absorp- 

ion coefficient evaluated at the averaged temperature and mole 

raction, K j 

(
T , X abs 

)
for the same plane of x/D = 12 . 5 . Additionally,

 first-order correction is applied to the synthetic transitions us- 

ng Eq. (11) based on the radially-resolved T ′ X ′ 
abs 

in Fig. 6 and the 

lopes of the corresponding linear linestrengths. 

The time-averaged values of K j are affected most prominently 

round r/D = 0 . 5 where the correlation term T ′ X ′ 
abs 

is maximum, 

s the bias in K j scales linearly with T ′ X ′ 
abs 

. It is also noted that 

he first-order correction to K j , evaluated by Eq. (13) , completely 

orrects for the bias created by the time-averaged correlated fluc- 

uations T ′ X ′ 
abs 

when applied to the simulated measurement of K j . 

his is expected, since the correction term was generated using a 

rst-order Taylor series expansion of K j and the linestrengths used 

o calculate these simulated absorbance fields are linearized ap- 

roximations. 

The profiles of LES-predicted true mean temperature T along- 

ide the inferred temperatures ˆ T calculated using Eq. (8) with the 
7 
ncorrected and corrected K j profiles are shown in the left of 

ig. 9 . 

Notably, when the ratio of the two corrected K j is used, the true 

emperature profile T is recovered. The profiles of LES-predicted 

rue mean mole fractions X CO alongside the mole fractions ˆ X CO cal- 

ulated from Eq. (9) using the uncorrected and corrected K j and 

ˆ 
 profiles are shown in Fig. 9 . It should be noted that for the 

ine pair comprising two perfectly linear lines, the uncorrected 

ˆ X CO 

re not biased from the actual time-averaged profile X CO , unlike 

he case using the nonlinear line pair comprising the P(0,31) and 

(1,26) ro-vibrational transitions, as shown in Fig. 7 . This is con- 

istent with previous work by Goldenstein et al. [28] demonstrat- 

ng that for flow non-uniformity, the column density—or the path- 

veraged concentration—can be recovered using transitions with 

pproximately linear dependence on temperature. This also high- 

ights the importance of wavelength selection for accurately assess- 

ng the spatially-resolved time-averaged thermochemistry of the 

owfield, as is discussed in the following subsection. Since the bias 

n mole fraction can be largely eliminated by leveraging spectral 

ransitions with approximately linear temperature dependence, we 

ill focus the discussion on the temperature correction in the fol- 

owing subsections. 

.4. Line pair selection 

Line selection criteria for two-line thermometry have been 

ell-discussed in the context of steady uniform flows [58] as well 

s spatially non-uniform flows [28] . In this subsection, we make 

dditional consideration of the unsteady fluctuations and associ- 

ted bias in inferred temperature for turbulent flows as well as 

he performance of the subsequent first-order correction, with a 

pecific focus on the P-branch CO lines of interest. Four CO ro- 

ibrational transitions in the fundamental band are selected to 

orm three line pairs; their respective spectroscopic parameters are 

isted in Table 1 . Line pair A and B are selected to have a similar

ower-state-energy difference �E ′′ while line pair C has a higher 

E ′′ . 
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Fig. 10. Normalized linestrength of selected transitions as a function of tempera- 

ture. 

Fig. 11. Time-averaged temperature T predicted by LES alongside the uncorrected 

and corrected values ˆ T in the plane at x/D = 12 . 5 using three different line pairs. 
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Fig. 12. Normalized linestrength bias of selected transitions as a function of tem- 

perature deviation �T from two representative mean temperature T . 

h

a  

i

i

i

a

t

r

p

a

g

c

p

h

t

p

w

i

s

t

fl

s

u

d

H

t

m

a

3

a

i

o

t

t

t

t

a

t

r

t

s

o

a

The lower state energies ( E ′′ ) of the four transitions were well- 

istributed in order to examine transitions with different tempera- 

ure dependencies while ensuring high temperature sensitivity. The 

ormalized linestrengths of those transitions are plotted as a func- 

ion of temperature in Fig. 10 . Generally, the linestrength increases 

ith temperature initially, then plateaus and decays, scaling ap- 

roximately linearly with temperature on each side of the peak. 

dditionally, a larger lower-state energy E ′′ shifts the linestrength 

eak to a higher temperature with a broader plateau region. 

The profiles of LES-predicted true mean temperature T along- 

ide the uncorrected and corrected temperatures ˆ T calculated us- 

ng different line pairs are shown in Fig. 11 . Significant biases in 

emperature from T are observed near the centerline of the flame, 

ith an absolute temperature deviation approaching 300 K for line 

air B. Notably, while line pairs A and B have similar lower state 

nergy differences, the bias in the centerline is nearly doubled 

or line pair B. Line pair C, despite possessing the highest tem- 

erature sensitivity, does not provide the smallest bias of the line 

airs examined. This highlights the need to consider additional fac- 

ors when measuring turbulent flows with highly correlated scalar 

elds. A key factor to consider is the linearity of the linestrength 

ver the range of the temperature fluctuation. This is examined by 

onsidering the percentage change in linestrength from its value 

t mean temperature as a function of the temperature deviation 

T = T − T , as shown in Fig. 12 for two representative mean tem-

eratures. Notably, around a mean temperature T = 10 0 0 K, the 

inestrength of P (0 , 31) exhibits a highly nonlinear dependence on 

emperature as can be seen in the left of Fig. 12 , leading to a

arge bias for line pair B in this region near the centerline of the 

ame. In the outer region of flame where the mean temperature is 
8 
igher, all linestrengths scale approximately linearly with temper- 

ture, as can be seen in the right of Fig. 12 . However, a larger bias

n the linestrength of the P (0 , 20) transition is observed, resulting 

n larger bias in temperature for line pairs A and C in this region. 

The first-order corrected temperature profiles and correspond- 

ng residuals are plotted as dashed lines in Fig. 11 . The corrected 

bsorption coefficient K j below 0.01 cm 

−2 near the centerline is 

oo weak to reliably determine temperature, and therefore cor- 

ected temperatures in this region are not plotted. Corrected tem- 

erature profiles agree well with LES predictions of T within 5% 

cross the radial distance for all three line pairs, demonstrating the 

eneral usefulness of the first-order correction. Notably, near the 

enterline of the flame, the corrected temperature profile from line 

air C—comprising rovibrational transitions P (1 , 26) and P (0 , 20) —

as the lowest residual. This is because the linestrengths of these 

ransitions scale mostly linearly with temperature within this tem- 

erature range, as can be seen in the left of Fig. 12 . 

Based on the preceding analysis, it can be ascertained that 

hen a target flowfield involves correlated scalar fluctuations, it 

s beneficial to use absorption transitions with linestrengths that 

cale linearly with temperature over the temperature range of in- 

erest, in addition to other line selection criteria for steady uniform 

owfields [58] . This conclusion is consistent with the analysis for 

patial non-uniformity by Goldenstein et al. [28] , recommending 

se of transitions with linestrengths that are either (1) indepen- 

ent of temperature or (2) that scale linearly with temperature. 

owever, in turbulent flows where the scalar fluctuations and spa- 

ial gradients are expected to be sufficiently large, such a require- 

ent for temperature independence over the full range of temper- 

ture is less practical. 

.5. Experimental results 

In this subsection, we apply the first-order correction to time- 

veraged laser absorption tomography measurements in a canon- 

cal piloted premixed jet flame [24] , highlighting the usefulness 

f the method and additive value of measurements and simula- 

ions for a turbulent combustion study. Figure 13 shows represen- 

ative radial profiles of temperatures determined from experimen- 

al time-averaged LAT measurements using line pair B alongside 

he reference mean temperature profiles T from LES predictions 

t three representative planes. A first-order correction based on 

he correlation term T ′ X ′ abs estimated by temporally and spatially- 

esolved LES predictions is also plotted for comparison. Experimen- 

al error bars are calculated according to the uncertainty analy- 

is described in [24] , which includes uncertainty in temperature 

wing to linestrength uncertainties, residuals from spectral fitting, 

nd uncertainties associated with tomographic reconstruction. 
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Fig. 13. Temperature profiles obtained from LAT measurements and correspond- 

ing simulation predictions and first-order correction at the plane of x/D = 

17 . 1 , 24 . 0 , 27 . 4 . 
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Better agreement with LES predictions are achieved after the 

orrection for all three planes. Notably, for the plane at x/D = 

7 . 1 the disagreement in temperature near r/D = 0 . 3 is over

00 K without correction, and reduced to 20 K after apply- 

ng the first-order correction. Similarly, for the plane at x/D = 

7 . 4 the temperature disagreement is reduced from 100 K to 

0 K near r/D = 0 . 5 . This highlights the general usefulness and

pplicability of the first-order correction on real complex tur- 

ulent flowfields. Notably, the biases induced by the correlated 

calar fluctuations could be misinterpreted as experimental or 

odeling errors if not corrected. As such, the first-order cor- 

ection analysis presented in this work enables more direct 

omparison between experimental measurements and numerical 

imulations. 

. Conclusions 

In this work, the influence of correlated scalar flowfield fluc- 

uations on inferred thermochemical profiles from time-averaged 

aser absorption tomography measurements is examined in the 

ontext of turbulent piloted premixed flames. Detailed numeri- 

al simulations and synthetic data generation reveal that local 

emperature inferred from typical two-line thermometry meth- 

ds could lead to a temperature bias of up to 300 K and a CO

ole fraction bias up to 0.05 in a piloted premixed jet burner 

sing ethylene-air (which has been the subject of previous stud- 

es) [10,11,24] . It is further shown that careful line selection consid- 

rations are needed when measuring turbulent flows with highly 

orrelated scalar fields. Namely, it is ideal to use absorption transi- 

ions with linestrengths that scale linearly with temperature over 

he range of the temperature fluctuations. Most notably, a first- 

rder correction to tomography measurements is proposed and 

pplied in both simulated and experimental data in a canonical 

remixed jet flame to account for the turbulence-induced bias. 

his method will enable a more direct comparison between time- 

veraged measurements and numerical simulations, which is cru- 

ial for validating combustion models and data assimilation [59] . 

ore broadly, this work establishes a first-order analysis bench- 

ark for time-averaged laser absorption measurements consider- 

ng correlated flowfield scalar fluctuations and shows the com- 

lementary capabilities of high-fidelity reacting flow simulations 

ith quantitative laser absorption diagnostics to study turbulent 

ombustion. 
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