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In the present Paper, different wall heat flux evaluation methods for rocket engines are analyzed and compared.

The test case for the comparison is a supercritical load point of an H2∕O2 upper-stage engine. The evaluation of

the heat flux using existing gradient methods shows unacceptable deviations, whereas significant improvements

are found with an inverse heat transfer method. Using a Nusselt number correlation for the modeling of the cooling

channel heat transfer coefficient, good agreement with the experimental profiles is achieved, while the number of

installed thermocouples is held at a minimum. However, the choice of the Nusselt number correlation directly

influences the obtained results and strongly depends on the fuel and geometry of the system. Using a simultaneous

optimization of the heat flux andheat transfer coefficient, on the other hand, seems to eliminate the need for additional

modeling and leads to great agreementwith the experiment. A newoptimizationmethod proposed in this Paper based

on a preprocessed Jacobi matrix significantly speeds up the estimation of the free parameters. With the obtained

results, the placement of the thermocouples before the design of the hardware can be optimized, leading to reduction

of manufacturing costs.

Nomenclature

A = area, m2

AR = aspect ratio
c� = characteristic velocity, m=s
cp = specific heat capacity, J=�kg ⋅ K�
D = diameter, m
d = absolute thermocouple distance, m
H = specific enthalpy, J=kg
H = heat transfer coefficient parameters, W∕�m2 ⋅ K�
h = heat transfer coefficient, W∕�m2 ⋅ K�
Isp = specific impulse, s

J = residual/objective function, K2

M = number of thermocouples
_m = mass flow rate, s
N = number of optimization parameters
Nu = Nusselt number
n = wall normal, m
O∕F = oxidizer to fuel ratio
p = pressure, bar
Pr = Prandtl number
Q = wall heat flux parameters, W∕m2

_q = wall heat flux, W∕m2

Re = Reynolds number
r = radial distance, m
S = sensitivity matrix, �K ⋅m2�∕W
T = temperature, K
t = wall thickness, m
x = axial distance, m
y = wall distance, m
z = spanwise distance, m
δ = relative thermocouple distance, m
λ = thermal conductivity,W∕�m ⋅ K�

Subscripts

bottom = bottom wall
c = calculated
cc = cooling channel
ch = combustion chamber
dev = standard deviation
err = error
f = fluid (coolant)
h = hydraulic
hgw = hot gas wall
in = inlet
m = measured
n = normalized
out = outlet
side = side wall
t = turbulent
top = top wall
w = wall

I. Introduction

T HE high velocity flows within liquid propellant rocket engines
combined with the hot gas temperatures of around 3500 K give

rise to extremeheat loads at thewall of a typical rocket thrust chamber.
When designing a rocket engine, a high chamber pressure is typically
beneficial, as it helps achieve a high specific impulse and increases the
compactness of the chamber [1]. A higher combustion chamber
pressure, however, has a direct impact on thewall heat loads, because
the heat transfer coefficient is proportional to the chamber pressure
( _q ∼ p0.8) [2].
To ensure the reliable operation of rocket thrust chambers at

those high operating thermal loads, efficient cooling methods need
to be implemented such as film cooling, regenerative cooling, or a
combination of the two. The proper design of the cooling system
requires sufficient understanding of the heat transfer methods within
the chamber and the wall structure not only to minimize the plastic
deformation and ensure the desired component life but also because
in some engine cycles the performance relies on the heat transfer
characteristics between the hot gas and thewall. A typical example is
the expander cycle, where the turbopumps are driven by the enthalpy
that the cooling fluid picks up while flowing through the channels
along the chamber wall.
To design a rocket engine, numerical methods are often imple-

mented in order to simulate the flow structures within the thrust
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chamber. These computational fluid dynamics (CFD) simulations are

important in the first stages of an engine design because they can

replace expensive trial-and-error firing tests. Nevertheless, for those

models and simulations to be considered reliable, sufficient valida-

tion is mandatory. This is usually done by comparing their predicted

heat flux, pressure, and performance (c�, Isp) against predefined
experimental test cases [3,4]. For this validation, it is hence essential

that the provided heat fluxmeasurements are reliable and that sources

of potential systematic errors are known.
It is therefore evident that the ability to accurately determine

the heat loads of a rocket engine are very important for the design

of future hardware, for the evaluation of hot-gas experiments and

thevalidation of CFDmodels. Heat fluxmeasurements can, however,

be quite challenging. Although pressure, mass flow rate, thrust,

and combustion efficiency are not challenging to measure during

a hot run test, information on the temperature and heat loads at the

chamberwalls can be difficult to obtain due to the harsh environment.

To improve the heat flux prediction accuracy in rocket combustors,

significant efforts have been put into designing experimental research

combustors, allowing for precise heat transfer measurements

[5–9].
The purpose of the present Paper is to present the benefits of

using inverse heat transfermethods for estimating the locally varying

heat loads in regeneratively cooled rocket engines. Using a baseline

reference case of a full-scale upper-stage engine described in Sec. III,

a comparison between the different heat flux evaluation methods

is presented. The main focus and innovation of this Paper lie in
identifying the influence of the thermocouple placement on the

achieved accuracy of each method shown in Sec. IV. Based on the

available number of installed thermocouple sensors, the most accu-

rate evaluation method is assessed. We are able to show that even

a single thermocouple for each axial position is sufficient for an

accurate heat flux retrieval. For a computationally efficient evalu-

ation of the three-dimensional problem with arbitrary number of

sensors, an optimization algorithm is presented in Secs. IV.B and

IV.C. Although the idea of simultaneous optimization of wall heat

flux and coolant heat transfer coefficient shown in these sections is

not new, the proposed algorithm for the inversion significantly

reduces the computational resources needed compared to methods

used in the past.

II. Heat Flux Measurement Methods

In most rocket engines, the heat flux distribution has a three-

dimensional nature with variations along the azimuthal direction

(especially close to the face plate due to thermal and species strati-

fication) and along the axial direction due to the progress in chemical

reaction and the acceleration in the nozzle. Therefore, heat transfer

measurements, apart from performing accurate estimations of the

maximal heat loads, are required to resolve the spatial distribution of

the thermal fields in order to deliver information about themixing and

reactions in the chamber.
Measurement specimens such as thermal barrier coatings have

been developed in order to carry out a direct heat flux measurement;

however, they are usually prone to large measurement uncertainty

[10]. Heat flux sensors such as the Gardon sensor [11], the aniso-

tropic heat flux sensors, and high-temperature heat flux sensors [12]

were also developed for heat measurements but for other engineering

applications. Although they can provide acceptable local resolution,

their disadvantages include a difficult integration, disturbance of the

temperature field due to the hot-island effect, a limited maximal

operating temperature, and low maximal heat flux. Because of their

lacking reliability when dealing with high thermal loads, they are

rarely implemented in rocket engines. Instead, the most common

methods for measuring heat fluxes are the calorimetric method, the

transient method, the gradient method, and the inverse method. Most

transient methods are applied in capacitively cooled chambers and

are hence not relevant in the case of actively cooled thrusters. More

information can be found in the work by Celano et al. [13].

A. Calorimetric Method

The presence of an active regenerative cooling system in most

rocket engines experiencing high thermal loads allows for the
application of the calorimetric method to determine the wall heat
loads. Specifically, if the structure being cooled by a cooling fluid is
in thermal equilibrium (no transient phenomena) and the natural
convection of the outer walls is neglected, then the heat flow rate
into the structure is equal to the heat flow rate from the material into
the cooling fluid. The total heat rate coming from the hot-gaswall can
therefore be determined by measuring the enthalpy increase of the
coolant between the inlet and outlet of the channel. The average heat
flux in the segment can then be calculated according to Eq. (1):

_q � _mf

Aw

⋅ �Hf�p; T�out −Hf�p; T�in� (1)

The wall area Aw refers to the total area exposed to the hot gas
within the segment. The method is very common, because it requires

only the measurement of the coolant mass flow rate _mf and the

pressure and temperature of the fluid at the inlet and outlet positions.
Because the accuracy of those three individual measurements is
within 1%, the errors in the average heat flux estimation using the
calorimetric principle are limited.Note, that in order for themethod to
be effective the axial heat transfer between separate segments has to
be negligible; otherwise, an additional source of error is introduced
as seen in the work by Perakis et al. [14]. This can be achieved if the
coolant of the first segment is used as well for the subsequent seg-
ments to minimize coolant temperature differences at the interface.
Therefore, global heat flux characteristics can be estimated with

confidence using the calorimetric method. However, the resolution of
this method is limited by the number of cooling segments present in
the configuration. Most of the times, the method is connected to
limited spatial resolution due to the additional complexity in the case

of a large cooling segment number.Whenamore detailed resolution is
required, othermethodswould have to be implemented, allowing for a
more dense heat flux measurement distribution. A further disadvant-
age of the calorimetricmethod is the difficulty in determining thewall
temperature from the heat flux measurement. Because only an aver-
age heat flux is estimated, the local profile of wall temperature is very
challenging to calculate.

B. Gradient Method

The gradient method is a simplified procedure which allows for
the estimation of local heat flux and wall temperature not only for
actively cooled but also capacitively cooled chambers and relies
on the measurement of temperature at several radial distances from
the hot-gas wall (usually 2 to 5). By estimating the temperature
gradient in the direction normal to the structure wall, the heat flux
can be approximated. In the case of cylindrical chambers, the heat
flux is given by

_q�r� � λ�T2 − T1�
ln�r1∕r2� ⋅ rch

(2)

Calculating the heat flux requires at least two thermocouple mea-
surements in different radial positions ri. The benefit of the method
is its very low computational complexity. Although the method is
very accurate when dealing with capacitive cooling, the approxima-
tion that the heat flux follows the form given in Eq. (2) can become

invalid when cooling channels are employed. The distortion of the
temperature field by the cooling system leads to a more complex,
nonanalytic expression for the wall heat flux, and the use of Eq. (2)
can cause large systematic deviations.

C. Inverse Heat Transfer Method

Amore reliablemethod for the evaluation of thewall heat transfer is
based on the inverse solution of the thermal heat transfer problem.
Inverse methods for heat transfer are typically iterative methods,

which employ an optimization procedure to estimate the value of an
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unknown boundary conditions that best matches the experimentally
measured temperatures [15].
Inverse methods have been applied successfully in various

engineering applications ranging from solar tower power plants
[16], mold casting [17], internal combustion chambers [18], rocket
combustion thrust chambers [4,19,20], sounding rockets [21], and
induction heating [22]. Although all methods have in common that an
optimization of the unknown boundary conditions is carried out, the
exact methods for finding the optimal solution are quite diverse.
Studies can be found in the literature including classical optimization
based on adjoint methods [23], conjugate gradient methods [18], the
Newton–Raphson method [4], the Levenberg–Marquardt algorithm
[24,25], genetic algorithms [26,27], neural networks [17] as well as
noniterative boundary element methods [28,29], and noniterative
finite element methods [30]. In all of them, however, the objective
is the minimization of the residual J,

J�Q� � 1

M
⋅ �Tm − Tc�Q��T �Tm − Tc�Q�� (3)

which describes the differences between the measured Tm and
calculated Tc temperature vectors for a given choice of heat flux
parameters Q.
When dealing with experimental inverse methods, the available

information consists of temperature measurements inM distinct posi-
tionswithin thematerial. For the problem to bewell posed, the number
of optimizationvariablesN on the unknown boundary (the heat flux _q
in most applications) has to be smaller than or equal to the number
of available measurement positionsM [15]. Choosing the positioning
of the thermocouples is hence very important when designing the
experiment. In general, choosing thermocouple positions as close
to the location of the optimization parameter as possible is beneficial
in order to ensure the highest sensitivity and avoid parameter interfer-
ence [31,32].
In the case of rocket thrust chambers used for main and upper

stages of launch vehicles, a regenerative cooling system is typical [1].
On the one hand, the cooling system simplifies the inverse simulation
as it eliminates the need for a transient solution, when the chamber
operates in study state (excluding the startup and shutdown phases)
as opposed to capacitively cooled chambers [20]. On the other hand, a
further unknown boundary conditions is introduced to the system,
namely, the heat transfer coefficient between the structure and the
cooling channels hcc.
The prediction of this additional unknown boundary simultane-

ously to the hot gaswall heat load can be performedwith twodifferent
methods: modeling and optimizing.

1. Modeling Cooling Channel Heat Transfer Coefficient

In the first method, the interaction between the coolant and the
structure is carried out either using a CFD simulation or with a simpler
correlation (e.g., a Nusselt number correlation for hcc). In the case
of CFD, the sophistication and accuracy is expected to be higher than
for simpler one-dimensional expressions. The higher accuracy is
expected due to the threedimensional nature of the cooling channel
simulation, which allows for the prediction of local variations of the
heat transfer coefficient, both in axial and circumferential direction,
while also capturing physical effects like thermal stratification [33] and
heat flux deterioration [34,35]. Nevertheless, the computational time
can be significantly higher, due to the iterative nature of the optimiza-
tion algorithms, requiring multiple solutions of the CFD algorithm.
In the case of Nusselt number correlations, on the other hand,

the computational resources needed are minimal. However, because
of the simplified nature of the correlations which typically provide
only a one-dimensional profile of hcc along the channel axis, a higher
uncertainty is expected, especially for supercritical conditions. Efforts
arebeing carried out, however, to improve the correlations and increase
their complexity by incorporating corrections for heat flux deteriora-
tion phenomena [36], supercritical conditions [37], and curvature
effects [38]. Using new advances in neural networks can also assist
in improving the existing correlations for hydrocarbon rocket engines
[39].

Regardless of the chosen modeling option, a further benefit of this
method is the reduction of the free optimization parameters. Because
the calculation of the heat transfer coefficient is carried out with CFD
or a correlation, the only remaining unknown parameter is the wall
heat flux _q. For that reason, the use of only one thermocouple per
position is sufficient to ensurewell-posed-ness. This method uses the
minimal amount of installed sensors and has been successfully
applied in water-cooled rocket thrust chambers [4].

2. Optimizing Cooling Channels Heat Transfer Coefficient

The second option classifies the cooling channel heat transfer
coefficient as an additional unknown, similar to the wall heat flux.
The benefit of this method is that no additional modeling is required
for the solution of the thermal problem. Because both the hot-gas
wall boundary and the cooling channel wall boundary are modeled
as black boxes, the domain only consists of the chambermaterial, and
the only modeling parameters are the material properties like thermal
conductivity, heat capacity, and density. The accumulated effect of
thermal stratification, heat transfer deterioration, curvature, and wall
roughness is captured without the need of additional models.
Nevertheless, because of the increased number in free optimization

parameters, the demand formore thermocouplemeasurements is also
higher, resulting inM ≥ 2 ⋅ N. Because of the larger number of free
parameters, the simultaneous optimization of _q and hcc can become
computationally intensive. In Sec. IV.C, a computationally efficient
method based on the sensitivity matrix is introduced.

III. Test Case Description

To demonstrate the performance of each heat transfer evaluation
method, a representative test case has been defined. Heat flux meas-
urement methods are used both in subscale experimental chambers
as well as in full-scale hardware being tested for qualification and
acceptance. To ensure that the results of the current analysis are
representative for flight hardware applications, a full-scale expander
engine is used, operated with Liquid oxygen/liquid hydrogen.
The chosen hardware corresponds to the virtual thrust chamber

demonstrator (TCD) presented in the work of Eiringhaus et al. [40].
The full-scale demonstrator TCD1 has been defined and designed
with the purpose of testing the available numerical and analytical
methods of combustion and heat transfer modeling [41].
The TCD1 concept is an upper-stage engine operating with an

expander cycle and producing a nominal thrust of 100 kN, similar to
the RL-10C engine [42]. The combination of LOX and LH2 for the
oxidizer and fuel are chosen as propellants. A nominal combustion
chamber pressure of 55 bar and an∕F equal to 5.6 are chosen as a
reference operating point. The nozzle extension has been designed
according to the truncated ideal contour (TIC) principle. For the
cooling of the combustion chamber as well as the nozzle extension
(up to an expansion ratio of 22), liquid hydrogen flows through a
cooling channel in a coflow configuration. In total, 138 cooling
channels are present, equally distributed along the perimeter. The
chamber and the liner are manufactured using oxygen-free copper
due to its high conductivity, whereas the outer structural jacket
consists of nickel. Despite the TCD1 being a virtual engine, not
intended to be built and tested, its design underwent all engineering
steps found at the development process of a real engine, and it
therefore constitutes a realistic example for the implementation of
the inverse heat transfer method.
For an estimation of each heat transfer evaluation method’s accu-

racy, the knowledge of the real wall heat flux, coolant heat transfer
rate, and wall temperature has to be known for the entirety of the
domain. In experimental configurations, this can never be achieved,
and hence avirtual experimental test case is set up. The process for the
generation of the experimental data is illustrated in Fig. 1.
To obtain a realistic wall heat flux profile for the chosen load

point, a CFD simulation of the flow and turbulent combustion within
the chamber is carried out. The models used are briefly described in
Sec. III.A. Using the obtained experimental wall heat load, a simu-
lation of the chamber structure with the cooling channels is carried
out as outlined in III.B. This delivers a representative temperature
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field within the entire structure, which is used to generate the virtual
thermocouple measurements.

A. Simulation of Hot-Gas Flow

A three-dimensional Reynolds-averaged Navier–Stokes (RANS)
simulation of the supercritical combustion case within the TCD
engine is carried out. The commercial code ANSYS Fluent has been
used for the simulations [43]. To reduce the computational effort for
the simulation of the hot-gas flow in the domain, only a thin sector of
the engine is computed. In fact, the smallest possible symmetry is
used, consisting of only half an injector in the outer row. The face
plate as well as the chosen sector are illustrated in Fig. 4. To ensure
that the symmetry of the injector configuration is attained, only the
outermost injector is resolved, whereas the remaining mass flow rate
is injected in premixed and preburnt conditions. The injection area of
the preburntmixture is indicatedwith themagenta color in Fig. 2. The
red and blue colors represent the fuel and oxidizer inlet, respectively.
This method of reducing the number of resolved injectors has been
used in the past for simulations of full-scale engines [44,45] as it
significantly reduces the computational cost while still preserving
the three-dimensional nature of the flowfield and the injector/wall
interaction. The resulting mesh consists of 2.3 ⋅ 106 cells, and its
wall resolution is chosen so as to fulfill the y� < 1 condition. At the
wall boundary, an axially varying temperature profile is applied,
obtained from the work of Eiringhaus et al. [40].

Because of the fast chemical processes occurring in hydrogen/

oxygen engines, a chemical equilibrium model has been employed

for the turbulent combustion simulation. To account for the cryogenic

injection temperatures of the liquid oxygen (Tox � 95 K), a Peng–
Robinson cubic equation of state is used [46], with the volume

correction by Abudour et al. [47]. For the turbulence closure, the

standard k − ε model proposed by Launder and Spalding [48]

is implemented, extended by the two-layer approach by Wolfshtein

[49] to account for the proper treatment of the wall. A presumed

Fig. 2 Computational domain and mesh on the face plate. Note that every second grid point is shown.

Fig. 1 Schematic illustration of the method used to generate the experimental test data.

Fig. 3 Temperature field in the thrust chamber domain. The solid lines
represent the stoichiometric composition.
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β Probability Density Function is used for the turbulence/chemistry

interaction, whereas constant turbulent Prandtl and Schmidt numbers

equal to 0.9 and 0.6, respectively, are defined for the turbulent heat

and mass fluxes. Finally, the molecular kinetic properties are defined

using the model by Chung et al. [50], and for the thermodynamic

data, NASA polynomials are used.

The resulting temperature distribution in the thrust chamber

(excluding the nozzle extension) is shown in Fig. 3, in which the

domain has been mirrored in the circumferential direction. The fact

that the outer injector row is resolved gives rise to a temperature

stratification close to the chamber wall. A liquid oxygen core can be

identified, surrounded by a thin flame. The core flow, however, is

injected in a preburnt state and hence remains uniform for the entire

length of the domain. Because of mixing within the chamber, the gas

composition and temperature become more homogeneous further

downstream of the face plate. The resulting (circumferentially aver-

aged) heat flux profile along with the chamber contour is plotted in

Fig. 4. As expected, a rise in heat flux occurs within the first 100 mm

from the injection plane, as the mixing and energy release within the

outer injector is intensified. Farther downstream, the heat flux obtains

a nearly constant value before increasing again in the converging part

of the nozzle.

It is important to note here that the obtained heat flux values and

combustion simulation results are not evaluated with regard to their

validity and accuracy. Instead, they serve as realistic reference values,

used for the generation of the experimental temperatures in Sec. B.

B. Numerical Setup of the Coolant Side

To calculate the material temperatures for the virtual reference

experiment, a simulation of the hydrogen cooling channels and the

chamber domain is carried out. To take advantage of the geometry’s

symmetry, only half of the 138 channels is included in the computa-

tional domain, leading to a simulation of only 1.3 deg . The domain

with labels indicating the individual parts is illustrated in Fig. 5. A

symmetry boundary condition is used for the other half of the cooling

channel, which leads to 1.4 ⋅ 106 cells in the domain. A closeup of the

mesh in the inlet and outlet planes is given in Fig. 6, in which the blue

region indicates the fluid domain.

The hydrogen flow in the channel is modeled by solving the RANS

equations. The k − ω shear-stress transport model by Menter [51]

is chosen, and the wall is resolved to values of the dimensionless wall

distancey� of around1. In all calculations, the closure of the turbulence

flux terms is donewith a constant turbulent Prandtl numberPrt � 0.9.
For the temperature-dependent properties of supercritical hydrogen,

data from the National Institute of Standards and Technology library

[52] have been used, accounting for pressure and temperature-depen-

dent density, specific heat, viscosity, and thermal conductivity.

At the LH2 inlet, the mass flow rate and the inlet temperature

are given, whereas at the outlet, the expected pressure of 175 bar is

set. The hot gas wall is given a von Neumann boundary condition

with the applied heat flux from Fig. 1. Finally, the external jacket

wall is defined as adiabatic. For the copper and nickel, temperature-

dependent values for the density, heat capacity, and thermal conduc-

tivity are used. Only the energy equation is solved in the chamber

material, and hence no significant modeling is required for the

structure.

The temperature field within the chamber wall and hydrogen

coolant is plotted in Fig. 7 for four locations within the chamber

(x � 100, 200, 300, 400 mm) and the nozzle throat (x � 541 mm).

As expected, due to the asymmetrical heating, the material and fluid

Fig. 5 Setup of the cooling channel simulation domain.

Fig. 6 Mesh at the inlet and outlet planes of the cooling channel.

Fig. 4 Heat flux profile and chamber contour along the axial direction.
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temperatures close to the hot-gas wall are higher than the remaining
locations. Moreover, because of the high thermal conductivity of the
copper liner, a significant part of the heat is transferred radially
outward, heating up the fluid in contact with the fins. This effects
leads to an amplification of the thermal boundary layer dimensions
along the bottom and vertical walls. This asymmetric heat attenuation
leads to large deviations of the local temperature from the bulk flow
temperature, i.e., to thermal stratification.
To describe the stratification more quantitatively, the standard

deviation of the fluid temperature for each axial position Tf;dev is
defined as the mass flow averaged discrepancy from the mean fluid
temperature Tf;mean:

Tf;mean �
∯ STfd _m

_m
(4)

Tf;dev �
��������������������������������������������
∯ S�Tf − Tf;mean�2d _m

_m

s
(5)

The axial profiles of both the mean temperature and the deviation
are plotted in Fig. 8. For the bulk fluid temperature, a constant
increase along the axial direction is observed. The temperature
deviation, on the other hand, demonstrates a more complex profile.
Specifically, it appears to be steadily increasing within the cylindrical
part of the chamber and up to the throat (first 540 mm from the face
plate). When entering the divergent part of the nozzle, a sudden drop
in the standard deviation of the temperature occurs, indicating amore
homogeneous fluid. The physical processes behind this phenomenon
are not the subject to the present analysis but have been investigated
in the past and are attributed to the secondary flows which change
direction depending on the curvature of the channels [53]. The
correlation between the performance of the inverse method and the
temperature stratification will be discussed in Sec. IV.B.

Finally, the stratification of the temperature field gives rise in

locally varying heat transfer coefficients along the channel circum-

ference. In this context, the local heat transfer coefficient h is defined
using the local wall temperature Tw and local channel heat flux _qw:

hcc �
_qw

Tw − Tf;mean

(6)

Fig. 7 Temperature field in the cooling channel for different axial positions.

Fig. 8 Average coolant temperature and temperature stratification in
the cooling channels.
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The variation along the normalized channel height yn and the
normalized channel width zn is shown in Fig. 9. Note that zn � 1
corresponds to the middle of the channel, yn � 0 corresponds to the
bottom wall, and yn � 1 corresponds to the bottom wall. Given the
observed variations of heat transfer coefficient along the channel
circumference, the performance of the inverse heat transfer methods
which approximate hcc with a constant value for each axial position
will be discussed in Sec. IV.D.

IV. Comparison of Heat Flux Evaluation Methods

Having established the test case used to generate the thermocouple
measurements, we proceed with the analysis of the individual meth-
ods that were introduced in Sec. II. It is important to note that in this
section only steady-state results are presented. The extension of the
presented inverse methods to time-varying heat loads could also be
carried out similar to the work by Perakis and Haidn [20].
Although the presented methods can be applied similarly to both

the combustion chamber and the nozzle, the results within the cham-
ber will be given more detailed focus. The reason is that the main
mixing and combustion processes occur in the cylindrical part of the
chamber. This is therefore the area which is typically intensively
instrumented in order to obtain enough information to characterize
the injector performance and injector/wall interaction.Also, installing
multiple thermocouples close to the throat can become mechanically
challenging due to the small distance between the cooling channels.
Moreover, throughout this section, the position of the thermocou-

ples will be referenced as described in Fig. 10. The first thermocouple
is at distance d1 from the wall, whereas the position of the second
thermocouple is given by the relative distance δ with respect to the
first sensor. The third thermocouple is located at a distanced3 from the
hot-gas wall. To generalize the results, all distances are given relative
to the wall thickness t.

To provide a sufficient axial resolution, 30 thermocouple positions
are chosen, with a relative distance of approximately 40 mm from
each other. Note that for all analyses the error due to the positioning of
the thermocouples, the accuracy of the sensors, and the axial spacing
are neglected, as they affect all different methods similarly. Their
effect has been discussed in previous studies [4]. For that reason,
although the experimental measurements in this Paper are replaced
by conjugate heat transfer CFD results, no random error is added to
the thermocouple readings. The effect of randommeasurement noise
ΔTnoise on the obtained inverse heat flux results has been analyzed in

previous studies and scales as ΔQ � S−1 ⋅ ΔTnoise [20] and has the
same effect on all inverse methods presented in this section. In this
context, S is the sensitivity matrix introduced in Eq. (13).
A metric used for comparison of each method’s performance is

the average heat flux and hot-gas wall temperature error. Those are
defined as the average systematic error for all K axial positions as
elaborated in Eqs. (7) and (8):

_qerr�d1; δ� �
1

K

XK
k�1

j _qexact − _qcalc�d1; δ�j
_qexact

(7)

Terr�d1; δ� �
1

K

XK
k�1

jTexact − Tcalc�d1; δ�j
Texact

(8)

A. Gradient Method

The gradient method is the computationally least expensive one
and is shown here as a reference, as it has been applied in various
studies in the past. In the presence of cooling channels, the validity of
Eq. (2) deteriorates, and an error is expected both for the calculated
heat flux and the wall temperature.
The dependence of the magnitude of the resulting errors as a

function of the thermocouple positions is plotted in Fig. 11. Note
that the upper right corner corresponds to combinations that are not in
the liner domain and are hence unfeasible.
Starting with the heat flux error, a rather complex behavior is

observed, with high gradients in the resulting error, inferring a large
sensitivity on the location of the sensors. For small values of d1 and δ,
the deviation is smaller than 10% (white isoline), but only in a very
limited region. Increasing the radial distance of either sensor leads
to a rapid increase in the error of the measured heat flux, with the
highest deviation reaching up to 85%.A further increase of the sensor
position d1 seems to counterintuitively improve the situation, leading
to the existence of a narrow band where _qerr ≤ 10%. This region is,
however, the locationwhere the error in heat flux changes sign, going
from an overestimation of the heat loads to an underestimation and
cannot be predicted a priori. Because no predictions about this region
can be made, there cannot be a systematic positioning of the sensors
within this region.

Fig. 9 Heat transfer coefficient for different axial positions along the vertical wall (left) and the horizontal bottom wall (right).

Fig. 10 Overview of the thermocouple positions.
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Moreover, looking at the temperature error in the right subfigure,
it becomes clear that, even if the heat flux accidentally matches the
exact values in this region, the temperature error is not negligible, as it
lies outside the region with Terr ≤ 5%. It has to be mentioned that the
dependence of Terr on the thermocouple positions seems to be less
sensitive than for the heat flux. Although a larger error is to be
expected for larger d1 values, the gradients remain small, and a large
region can be found where the Terr ≤ 5% constraint is met.
It is evident, however, that in order to minimize both the heat

flux and hot-gas wall temperature simultaneously the options for the
sensor placement are hugely restricted to positions in the imminent
vicinity of the wall. Because this is often not feasible from a manu-
facturing point of view (long thin thermocouple holes combinedwith
a small wall thickness), errors larger than 10% in heat flux are usually
the norm.
To better understand the error source of the method, the axial heat

flux profiles and structural temperatures for six representative sensor
combinations are shown in Fig. 12. The combinations correspond to
the marker locations in Fig. 11. Focusing on the temperature profiles
in the right subfigure, it is obvious that the simplified logarithmic
profile of the gradient method cannot capture the dynamics of the
cooling channels which lead to a significant distortion of the exact
temperature profile.

B. Inverse Method with Nusselt Number Correlation

As explained in Sec. II, one of the options for modeling the heat
transfer coefficient in the cooling channels is the use of a simplified

one-dimensional Nusselt number correlations. For the present analy-

sis, the correlation proposed by Kraussold [54] has been used due to

its previous applications in rocket engine simulations [4,55]. The heat

transfer coefficient is then modeled as a function of the Reynolds Re
and PrandtlPr numbers, aswell as the channel hydraulic diameterDh

and coolant thermal conductivity λf according to Eq. (9):

Nu � hcc ⋅Dh

λf
� 0.024 ⋅ Re0.8 ⋅ Pr 0.37 (9)

It is then applied to the channel boundary as a von Neumann

boundary condition along the normal direction n:

hcc�Tf − Tw� � λ
∂T
∂n

����
S

(10)

For the average (bulk) coolant temperature Tf�x�, the heat pickup
based on the calculated wall heat flux _q is used,

Tf�x� � Tf;in �
Z

x

0

2πrch
Ncc

_q

_mcp
dx (11)

where Ncc stands for the number of the cooling channels.
The solution of the direct problem is carried out using the com-

mercial code ANSYS Fluent [43]. An extensive mesh convergence

study has been performed for the grid of the chamber’s structure, and

Fig. 11 Heat flux (left) andhot gaswall temperature (right) error for the gradientmethod.Thewhite isoline corresponds to 10 and5%error, respectively.

Fig. 12 Axial heat flux profiles for the gradient method (left) and liner temperature profiles for x � 300 mm (right).
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it was found that the temperature error resulting from the solution of
the energy equation in the numerical domain is two orders of magni-

tude smaller than the sesnors’ statistical measurement uncertainty.
For that reason, the effect of the computational grid on the retrieved
heat flux is not analyzed further.
The calculation of the unknowns, namely, the heat flux at the

boundary, is based on a linearization of the problem and follows
the Newton–Raphson formulation for the solution of nonlinear sys-
tems [56]. The heat flux at each iteration step k is obtained by solving
the algebraic equation

S ⋅Qk�1 � �Tm − Tc�Qk�� � S ⋅Qk (12)

Solving the system of equations defined in Eq. (12) is carried out

using the inversion of the pseudoinverseMoore–Penrosematrix [57],
because in the generalized case the problem can be overdetermined
(meaningM ≥ N). It is important to note that the inversion of Eq. (12)

is applied on all optimization points simultaneously. Applying the
inversion on a reduced set of optimization points (e.g., separately for
each axial plane) would lead to a slower convergence due to the

neglect of cross-correlation effects.
As shown in previous studies, the Jacobi matrix S, which serves

as a sensitivity matrix describing the change of the temperature at
a thermocouple position due to a small change at a specific heat flux
parameter value, can be computed outside of the optimization loop in

a preprocessing step [4,20]. This dramatically improves the conver-
gence speed of the algorithm. Its structure is presented in Eq. (13):

S � ∂T
∂Q

�

2
666666664

∂T1

∂Q1

: : :
∂TM

∂Q1

..

. . .
. ..

.

∂T1

∂QN

: : :
∂TM

∂QN

3
777777775

(13)

One of the major benefits of using this method is the need for
only one thermocouple for each axial location, as there is only one

free parameter to calculate. For that reason, in the analysis shown
here, the radial position d1 is varied, and the resulting heat flux

profiles are shown in Fig. 13.
A large discrepancy between the exact and the inverse heat flux

profiles can be observed for the largest part of the combustion
chamber and up until the throat. The inverse method appears to
overestimate the heat flux in the cylindrical part, even for low values

of d1. In general, an increase in the radial distance of the sensor from
the wall leads to a lower sensitivity of the method and hence an even

further degradation of the agreementwith the exact heat flux. This can
be supported by the right subfigure of Fig. 13, in which the average
temperature and heat flux errors are shown with the black lines and a
clearmonotonic behavior can be found. Specifically, the average heat
flux deviation in the thrust chamber exceeds 40%, whereas the wall
temperature prediction is within 5% only for sensor locations very
close to the wall (d1∕t ≤ 0.5).
The smallest chosen value for d1∕t lies at 0.33 (0.5 mm absolute

distance in the cylindrical part) and corresponds to an average heat
flux error of 40%. It can be observed, however, that the heat flux
profile close to the injection plane (first 100 mm) and within the
divergent part of the nozzle (x ≤ 600 mm) matches the exact values
with great accuracy, independent of the d1 value. The reason for the
better performance in those locations is the lower stratification of the
coolant temperature, as seen when comparing with Fig. 8. Larger
stratification caused by large aspect ratios introduces a greater uncer-
tainty in the simplified Nusselt equation, rendering its applicability
critical.
The corresponding temperature profiles along the radial direction

within the copper liner can be found in Fig. 14. It is evident that
the inverse temperature profile is matching the exact one only at
the measurement location but shows very large discrepancies for all
remaining positions. Increasing the number of thermocouples does
not provide any improvement to the solution as the right subfigure
of Fig. 14 indicates. Because the form of the temperature profile is
strongly influenced by the chosen Nusselt number correlation, the
introduction of additional sensors is not sufficient to alter the obtained
temperature profile. Instead, for each combination of d1 and δ, one of
the measurements is overestimated, and one of them is underesti-
mated, leading to the local minimum of the optimization algorithm.
Hence, it can be inferred that in the absence of correction functions

the use of simplified Nusselt number correlations is not suitable
for compressible, supercritical channels flows with high aspect ratio.
For that reason, the performance of a correlation, explicitly tailored
for supercritical hydrogen cooling channels with high aspect ratios, is
assessed.The correlation proposedbyHaemisch et al. [58]was derived
by examining cooling channels with aspect ratios between 1.7 and 30
and pressure levels up to 160 bar. For hydrogen, the correlation reads

Nu � hcc ⋅Dh

λf
� C ⋅ Re0.8 ⋅ Pr0.4 (14)

where the factor C includes the dependence on the aspect ratio AR:

C � 0.005545 ⋅ e−0.2015⋅AR � 0.005207 (15)

Applying this correlation to the framework of the inverse method
delivers a significant improvement of the heat flux results, which

Fig. 13 Axial heat flux profiles (left) and average measurement error (right) for the inverse method using the Kraussold correlation [54] and a single
thermocouple.
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are plotted in Fig. 15. The deviation of the inverse profile remains
within 10–15% in the cylindrical part of the chamber and only shows
larger discrepancies in the vicinity of the throat. This is expected as
the correlation was derived for straight cooling channels and has not
been adapted for curvature effects. Still, the average heat flux and wall
temperature errors shown in the right subfigure of Fig. 13 in red are
in an acceptable range, given the simplicity of the method. Similar to
the use of the Kraussold correlation, an increase in d1 leads to a less
accurate prediction, but the sensitivity of the exact thermocouple
placement is lower, as the flatter curves indicate.

C. Inverse Method with Simultaneous _q − h Estimation

It is obvious that using a Nusselt number correlation for the
estimation of the heat flux needs to be accompanied by a small
uncertainty of the chosen equation and certainty that it captures all
the fuel-specific and geometry-specific physical effects. To alleviate
the need for fulfillment of those requirements, the heat transfer
coefficient can be treated as an unknown optimization parameter of
the inverse method and be estimated simultaneously to the heat flux.
This way, the cooling channel is treated like a black box, and the need
for modeling is kept at a minimum.
This method has been employed in the past to evaluate experimen-

tal data [59]. However, because of the large number of unknowns, the
inverse algorithm can easily become computationally slow, and an

efficient optimizationmethod is required for three-dimensional prob-
lems. Taking advantage of the linearity of the problem, the Jacobi-
based inversing algorithm from Eq. (12) can be extended to account
for the heat transfer coefficient parameter setH.
Using the Newton–Raphson method, the update of the unknown

parameters is carried out using Eq. (16),

"
c1 ⋅

∂T
∂Q

;c2 ⋅
∂T
∂H

#
⋅

"
Qk�1

Hk�1

#
��Tm−Tc�Qk;Hk��

�
"
c1 ⋅

∂T
∂Q

;c2 ⋅
∂T
∂H

#
⋅

"
Qk

Hk

#
(16)

where the c1 and c2 prefactors ensure that the Jacobians ofQ andH
have similar orders of magnitude to avoid close-to-singular matrices.
For the method to be computationally efficient, the calculation of the
sensitivity matrix ∂T∕∂H has to be carried out in a preprocessing
step, outside the main optimization loop. This is done by means of a
forward finite difference method,

∂T
∂Hi

� Tc�Q0;H0 � ϵ ⋅H0
i � − Tc�Q0;H0�

ϵ ⋅H0
i

(17)

with ϵ being a number small enough for the first-order approximation

of the finite difference to be valid.H0
i is a vector, and its elementsH0

i;j

are defined as

H0
i;j �

(
0 i ≠ j

H0
i i � j

(18)

The choice of the initial guess for the heat fluxQ0 andH0 has to be
close to the expected results in order to ensure that the linearity of the
problem is preserved. For the current analysis, the empirical profiles

from Bartz [2] and Haemisch et al. [58] are used for Q0 and H0,
respectively. With this newly proposed optimization method, the
convergence of the three-dimensional problem with 30 optimization
positions (60 free parameters in total) has been found to converge to

residuals as low as J � 0.1 K2 within 10–20 iterations, amounting to
2–4 processor hours (CPUh) in total on a workstation with Intel Core
i7-6700 3.4 GHz using four cores.
Using this method, two separate studies are carried out, in which

the location of the thermocouples are varied. In the first study, two
thermocouples are used with varying d1 and δ, whereas in the second
one, a third sensor at a constant position d3∕t � 4 is added.
In the first case, using two thermocouples leads to the error dis-

tribution shown in Fig. 16.A large regionwhere the heat flux andwall
temperature deviations do not exceed 10 and 5%, respectively, can be

Fig. 15 Axial heat flux profiles for the inverse method using the
Haemisch et al. correlation [58] and a single thermocouple.

Fig. 14 Liner temperature profiles for x � 300 mm using one sensor (left) and two sensors (right) with the Kraussold [54] correlation.
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identified. This implies that the positioning of the thermocouples is
not as strict as in the case of the Nusselt number correlations. The
expected trend seen already in Sec. IV.B is reproduced, with higher
values for d1 leading to an increase in the measurement error.
The axial evolution of the heat flux profiles for selected d1 − δ

combinations is shown in the diagram of Fig. 17. It can be observed
that the exact heat flux profile is reproduced accurately for the entirety
of the chamber length. At the same time, the prediction of the average
cooling channel heat transfer coefficient can now be compared to
the exact profile from the virtual experiment as displayed in the right
subfigure of Fig. 17. It has to be noted that the h profiles are not
expected to match the exact values perfectly, as the real profiles
exhibit a strong variability as shown in Fig. 9 and the assumption
of homogeneous hcc coefficient is an oversimplification.
Nevertheless, the obtained curves are demonstrating a qualitative

agreement with the exact values. They capture both the initial large
values due to the buildup of the boundary layer, the increase in the
throat, and the subsequent drop in the divergent nozzle part. Contrary
to the heat flux estimation, however, where thermocouples closer
to the wall delivered a superior accuracy, in the case of the cooling
channels, larger values of d1 and δ give rise to a better agreement.
This is understandable because higher radial positions capture a
larger domain of influence of the coolant flow.
To balance out the tradeoff between wall heat flux and cooling

channel coefficient accuracy, a further thermocouple is introduced
to the system, at the position d3∕t � 4. An improvement is observed
in the prediction of the heat transfer coefficient in Fig. 18, while the
heat flux prediction is not influenced significantly. The improved
predictive accuracy of the method is also reflected in the temperature

profiles shown in Fig. 19. Including an additional measurement point

at d3∕t � 4 provides a better matching of the temperature profile,

especially for larger radial distances, without significantly changing

the hot-gas wall temperature.

D. Inverse Method with Simultaneous _q − htop − hbottom

Estimation

A very satisfying agreement with regard to heat flux and wall

temperature is achieved using the simultaneous _q − h optimization

while employing two and three sensors. However, because a single

value is obtained for the average heat transfer coefficient, little

information can be inferred regarding the degree of stratification

and the nature of the secondary flows in the channel. If the goal of

the experiment and thermocouple measurements is to evaluate the

conditions within the cooling channels apart from only the hot-gas

heat flux and wall temperature, then the parameterization of the

cooling channel using more than one unknowns is recommended.
To demonstrate this effect, the cooling channels are discretized in

three separate boundaries: the top, side, and bottom walls. To sim-

plify the problem and based on the expected results from Fig. 9, only

the coefficient on the top and bottom boundaries is calculated, and a

linear profile is used on the side wall. The linear profile is defined as

hside�yn� � hbottom � �htop − hbottom� ⋅ yn (19)

This discretization method has been applied in the past but with a

reduced number of free parameters due to the linear profile assumed

for the wall heat load [19].

Fig. 16 Heat flux (left) and hot gas wall temperature (right) error for the _q − hmethod using two thermocouples. Thewhite isoline corresponds to 10 and
5% error, respectively.

Fig. 17 Axial heat flux profiles (left) and cooling channel heat transfer coefficient profiles (right) for the _q − h optimization with two sensors.
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In the present Paper, the optimization method introduced in
Eq. (16) is extended to three variables for Q, Htop, and Hbottom.
However, because of the introduction of the new variable and the
assumed profile of the side wall, the assumption of constant Jacobian
is no longer as robust as with two variables. For that reason, first
a _q − h optimization is carried out as a precursor run. Given the
converged values for Q and H, a new Jacobian is calculated, which

can be used for the _q − htop − hbottom run, thereby accelerating

the optimization algorithm. Per run, a total of 40–70 iterations was
needed, amounting to 8–15 CPUh in total on a workstation with Intel
Core i7-6700 at 3.4 GHz using four cores.
The results for the bottom and top walls are shown in Fig. 20. Both

profiles appear to be captured by the inverse method throughout the
entirety of the domain, with the exception of the throat, where larger

Fig. 19 Liner temperature profiles for the _q − h optimization using two sensors (left) and three sensors (right) at x � 300 mm.

Fig. 18 Axial heat flux profiles (left) and cooling channel heat transfer coefficient profiles (right) for the _q − h optimization with three sensors. The left
and right subfigures share the same legend.

Fig. 20 Cooling channel heat transfer coefficient for the bottom and top walls. The left and right subfigures share the same legend.
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deviations are observed. Moreover, the exact positions of the ther-
mocouples do not influence the obtained results significantly, which
is encouraging regarding the placement of the sensors. The relative
magnitude of the twowall coefficients is also reproduced accurately:
in the cylindrical part, the upper wall has a higher average heat
transfer coefficient, whereas in the divergent part of the nozzle, the
reverse situation holds.
This is also illustrated schematically in Fig. 21, in which the

heat transfer coefficient along the entire circumference is plotted in
form of a vector field. Again, it is evident that the exact profile is
much more complex than the linear trend assumed for the side wall.
Increasing the complexity of the presumed profile would be possible
but would necessitate additional thermocouples.

V. Conclusions

In the present Paper, the different options for the evaluation of
experimental heat flux profiles in subscale and full-scale engines have
been assessed for their performance. Obtaining accurate results for
the heat flux using the smallest amount of thermocouples is crucial
for the design of the testing hardware, as it can simplify cost- and
time-intensive manufacturing steps needed for the placement of the
sensors.
For the performed analysis, a full-scale upper-stage expander

engine operated with LOX=LH2 has been chosen. To generate
the reference experimental heat flux and temperature fields, a CFD
coupled simulation of the hot gas flow, structure, and cooling chan-
nels has been carried out. The obtained profiles from CFD represent
the exact experimental values, and the different inversemethods have
been assessed in their ability to match those values.
The results of the gradient method have been included because of

the simplicity of themethod. Because of the simplification of neglect-
ing the effect of cooling channels, the possible thermocouple locations
which allow for an accuratewall temperature and heat flux calculation
are very restricted. Hence, the method is considered to be obsolete
when dealing with regenerative cooling.
A major improvement can be achieved with the use of inverse

methods and the modeling of the cooling channel heat transfer with
an algebraic Nusselt number model. The benefit of this method is the
large computational speed and the need for only one temperature sensor
per axial location, which leads to the smallest possible installation of
thermocouples. However, the studies carried out in this Paper display
the need for well-validated Nusselt number correlations, which capture
the physical phenomena of the fuel-specific properties, the thruster
geometry, and the thermodynamic conditions. With increased CFD
and experimental studies dealing with the improvement of those corre-
lations and the use of data-based approaches, the method’s robustness
and range of application are expected to significantly increase.
Finally, to avoid the need for modeling of the cooling channels, the

simultaneous optimization of both the wall heat flux and cooling
coefficient has been presented. A Jacobi-based approach has been

introduced, which significantly accelerates the convergence of the
algorithm. This method requires at least two sensors per axial posi-
tion but delivers heat flux data and cooling channel heat transfer
coefficientswith an accuracy of 5–12%.Because of the high accuracy
of the method, the installation of the thermocouples does not have to
be too close at the hot-gas wall, which can reduce the manufacturing
costs and increase the liner wall thickness at the measurement loca-
tions.With this method, predicting the heat transfer in each one of the
three channel walls (top, bottom, and side) has also been demon-
strated, at the expense of installing three sensors per axial position.
For all methods presented in this Paper, the systematic error

resulting from the placement of the temperature sensors has been
analyzed allowing for a better quantification of the expected heat flux
experimental uncertainties in future tests. This, combined with the
computational efficiency of the proposed Jacobi-based optimization,
allows for an increase in reliability and reduction of numerical cost
for the evaluation of three-dimensional full-scale rocket test data.
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